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ABSTRACT. The surface motion of Haut Glacier d’Arolla, Switzerland, was monitored
at a high spatial and temporal resolution. Data are analyzed to calculate surface velocities,
surface strain rates and the components of the glacier force budget before, during and after
an early melt season speed-up or “spring event”. We investigate the extent to which variations
in glacier motion can be attributed to hydrologically induced local forcing or to non-local
forcing transmitted via horizontal stress gradients. Enhanced glacier motion is dependent
on a change 1in the spatial distribution of areas of high drag across the glacier.

INTRODUCTION

Intra-annual variations in glacier motion are usually inter-
preted in terms of variations in basal motion controlled, at
least in part, by fluctuations in subglacial water pressures
(Iken and others, 1983; Iken and Bindschadler, 1986; Kamb
and Engelhardt, 1987; Hooke and others, 1989; Iverson and
others, 1995). High (low) subglacial water pressures will reduce
(increase) the friction between the sole of the glacier and its
bed, thereby reducing (increasing) the basal drag beneath the
glacier and thus enhancing (reducing) basal motion.

Subglacial water pressures vary spatially (Fountain,
1994; Hubbard and others, 1995; Murray and Clarke, 1995)
and temporally (Hooke and others, 1989; Fountain, 1993;
Arnold and others, 1998; Gordon and others, 1998) because
of the heterogeneous morphology of the drainage system
and variable water inputs. These spatial and temporal vari-
ations in subglacial water pressures are likely to cause
matching variations in basal drag (Fischer and others,
1999), causing variations in rates of basal motion. Spatial
variations in basal motion will create horizontal gradients
in stress in the overlying ice that influence glacier motion
over an area larger than that which experiences direct basal
forcing. Interpretation of glacier surface velocity variations
as a function solely of locally defined variables, such as sub-
glacial water pressure or local driving stress, may therefore
be problematic (Jansson, 1995). To differentiate between
motion due to the local influences of subglacial water pres-
sure or driving stresses, and motion due to non-local influ-
ences transmitted by stress gradient coupling, it is necessary
to study glacier dynamics over large areas with a high spatial
and temporal resolution.

Analysis of changes in the balance of forces acting upon
individual blocks of a glacier is a method by which all the
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factors controlling glacier velocity variations can be exam-
ined. In such force-budget analyses, basal drag is calculated
from the driving stress, 74, shear stress at the sides and longi-
tudinal stress up- and down-flow. The term “basal drag” is
used here to define the resistive stress acting at the base of
any defined “block” of the glacier. Force-budget analyses have
been carried out over intra-annual time periods for just two
glaciers: Storglacidren, Sweden (Hooke and others, 1989),
and Columbia Glacier, Alaska, U.S.A. (Van der Veen and
Whillans, 1993). Both studies identified spatial variations in
basal drag. At Storglacidren, different high-velocity events
throughout the summer were associated with different pat-
terns of basal drag. Both studies suggested that spatial and
temporal variations in basal drag might have been caused by
variations in subglacial drainage conditions. Similarly, Iken
and Truffer (1997) suggested that changes in subglacial drain-
age conditions between melt seasons may be responsible for
the interannual variations in basal drag and surface motion
observed at Findelengletscher, Switzerland. They invoked
Weertman’s (1964) idea that within a distributed drainage
system, solated and interconnected cavities may coexist. They
noted that if more cavities are connected to the subglacial
drainage system then a larger proportion of the glacier sole
may be exposed to changes in water pressure within the drain-
age system, and thus a water-pressure change may have a
larger effect on the sliding velocity. They also proposed that
isolated cavities could damp variations in sliding velocities
and act as “sticky spots” to impede sliding velocities during
periods when water pressures within the interconnected
cavity system were high. They recognized that interannual
variations in functional relationships between observed water
pressures and velocities were likely to be a consequence of
variations in the “spatial extent of the interconnected cavity
system” (Iken and Truffer, 1997, p. 335).

Thus, the three studies summarized above imply that
hydrologically induced changes in the magnitude and spatial
pattern of basal drag may influence variations in glacier surface
velocity. The main limitations of these studies are: (1) basal drag
was calculated at only a few locations due to the low spatial
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resolution of surface motion measurements; and (2) there was
very little information about either the spatial configuration of
the subglacial drainage system or the seasonal evolution of its
morphology to aid interpretation of the basal drag calculations.
This paper presents the results of surface motion measure-
ments made at Haut Glacier d’Arolla, Switzerland. Measure-
ments were made at a high spatial and temporal resolution on
the glacier tongue, where both the spatial configuration of
the subglacial drainage system and the seasonal evolution in
its morphology have been extensively studied (Sharp and
others, 1993; Hubbard and others, 1995; Richards and others,
1996; Gordon and others, 1998; Nienow and others, 1998).
Spatial patterns of surface velocity, surface strain rates and
the components of the glacier force budget were calculated
for periods before, during and after an early melt-season
period of enhanced surface velocity (hereafter referred to as
a“spring event”). Comparing these patterns with the spatial
configuration of the subglacial drainage system enables us to
assess the extent to which variations in glacier motion are due
to hydrologically induced local forcing or to non-local forcing
transmitted via stress gradients. The results contribute towards
an improved understanding of how glacier motion is influ-
enced by hydrologically induced changes in basal drag. This
is an important component of ongoing attempts to develop
and constrain glacier flow models that attempt to simulate full
three-dimensional stress fields within glaciers and allow for
feedbacks between basal motion and ice deformation (Blatter,
1995; Harbor and others, 1997; Hubbard and others, 1998).

FIELD SITE

Haut Glacier d’Arolla is located at the head of the Val
d’Hérens, Valais, Switzerland (Fig. 1). The glacier consists of
a 2.2 km long, north—south-trending tongue, approximately
750-800 m wide, fed by two separate firn basins. The glacier
snout lies at an elevation of 2560 m, while the main eastern
basin and the tributary western basin rise to 3500 and
3325 m, respectively. The centre-line length of the main

glacier is about 4 km and the total glacier area is about
6.33 km? The glacier has been the subject of an integrated
study of glacier hydrology and meltwater quality which has
led to a detailed understanding of how the subglacial drain-
age system varies in space and time (Richards and others,
1996). This makes it an ideal location for investigating the
extent to which the spatial configuration and evolution in
morphology of the subglacial drainage system affect spatial
and temporal patterns of glacier surface motion.

SUMMARY OF PREVIOUS HYDROLOGICAL
RESEARCH

Previous studies of the hydrology of Haut Glacier d’Arolla
included work to: (1) determine the subglacial drainage con-
figuration; and (2) determine the evolution of the morphol-
ogy of subglacial drainage-system pathways. Since our
interpretation of variations in spatial patterns of glacier
motion is dependent upon an understanding of spatial vari-
ations in subglacial hydrology, it is necessary to summarize
the main conclusions of this earlier research. Detailed de-
scription and discussion of the modelling and fieldwork stra-
tegies conducted can be found elsewhere (e.g. Sharp and
others, 1993; Hubbard and others, 1995; Richards and
others, 1996; Arnold and others, 1998; Gordon and others,
1998; Nienow and others, 1998).

The subglacial drainage network is dominated by two
main preferential drainage axes (PDAs) (Sharp and others,
1993) (Fig. 2). Beneath the glacier tongue, the eastern PDA is
located to the east of the valley centre line (i.e. east of
approximately 606600 E) (cf. Fig. 2). The morphology of the
drainage system within this eastern PDA evolves throughout
the melt season from a hydraulically inefficient, distributed
drainage axis to a hydraulically efficient, channelized axis
(Gordon and others, 1998; Nienow and others, 1998). The sea-
sonal onset of high-magnitude and diurnally variable surface
runoff from impermeable, low-albedo ice surfaces plays a
critical role in establishing major subglacial channels (Arnold
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Fig. 1. Location of Haut Glacier d’Arolla with close-up of stake network, survey stations and reference targets.
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Fig. 2. Map of the up-glacier contributing area on the hydraulic potential surface, illustrating the means of identifying the likely
subglacial drainage configuration. The digital elevation model is based on a 20 m grid, and the key defines classes of the common
logarithm of contributing area. Darker areas indicate PDAs (based on Sharp and others, 1993).

and others, 1998). As the snowline retreats up-glacier it conti-
nually exposes new moulins and crevasses and subjects them
to diurnally peaked inputs of ice-derived meltwater. On a
glacier-wide scale, therefore, channel growth occurs in an up-
glacier direction along the PDAs at the expense of the distrib-
uted system. Locally, however, channel growth is probably
directed down-glacier from individual moulins (Gordon and
others, 1998; Nienow, and others, 1998). It is also likely that
high discharges associated with early-season rainstorms con-
tribute to subglacial channel formation (Gordon and others,
1998; Nienow and others, 1998). Large areas of distributed
drainage persist between PDAs even after channelization
has occurred (Hubbard and others, 1995; Nienow and others,
1998). Subglacial channels are characterized by high-ampli-

tude diurnal water-pressure fluctuations in response to large
diurnal variations in water discharge (Hubbard and others,
1995; Gordon and others, 1998). The distributed drainage
system 1s characterized by generally higher, less variable
water pressures. Hubbard and others (1995) showed that
during high water discharges, channel water pressures are
higher than water pressures in the adjacent distributed
drainage system. The pressure gradient therefore forces
water laterally out from the channel, into the adjacent dis-
tributed system. As discharge drops, channel water pressures
fall below the pressures in the distributed drainage system,
and water 1s driven back towards the channel. Lateral water
flows at the glacier bed involve the temporary storage of
waters in the distributed system over diurnal time-scales
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(Hubbard and others, 1995). Gordon and others (1998)
showed anticorrelation amongst oscillating subglacial
water-pressure signals from boreholes located within the
region of channelized drainage. This suggests that as water
pressure in the channel approaches ice overburden pressure,
localized bed separation occurs around the channel. This
creates voids, allowing water to drain more rapidly from
these areas and causing water pressures to fall. When the
high water-pressure wave, propagated from the channel,
reaches these adjacent areas, drainage is impeded and water
pressures within them rise again.

MEASUREMENT AND ANALYSIS OF GLACIER ICE
DYNAMICS

Surface motion

Glacier surface motion was recorded across part of the glacier
tongue centred on a borehole array, about 1500 m from the
glacier snout. Ice thicknesses in the study area range from
about 40 m near the margins to about 130 m in the glacier
centre. Surface motion was determined from repeat surveys
of prisms mounted on stakes drilled into the glacier. In early
June 1994, a network of 20 motion stakes was established.
Rows of stakes were staggered to create a network of surface
strain triangles (Fig. 1). Two survey stations, approximately
100 m apart, were established on bedrock outcrops on the
castern valley side (Fig. 1). Surveys were carried out using a
Geodimeter 410 total station system with an accuracy in
distance measurement of £ (2mm + 3 ppm). This equates
to a range of error values of 2.5-4 mm over the range of dis-
tances surveyed. Horizontal and vertical angles from survey
station to stake were measured to within 2" of arc. This con-
tributes errors of 2—6 mm to stake coordinate positions over
the range of distances surveyed. Two reference targets, with
reflective prisms attached, were fixed to bedrock outcrops
on the western valley side (Fig. 1). Repeat surveys to these
references allowed for determination of, and compensation
for, errors associated with setting up the Geodimeter upon
cach survey tripod, and with changes in temperature or
pressure during each survey. Details of error calculations
are given in Appendix L.

Surface strain rates

Surface strain rates were calculated from the deformation of
strain triangles formed by the staggered rows of motion stakes
(Fig. 1). For each strain triangle, we calculated the position of
the centre of the strain triangle, the two perpendicular princi-
pal strains (€12) and the angle of orientation of the first
principal strain relative to north (6). Strain rate was assumed
to be homogeneous within the strain triangles. Ramsay (1967)
describes in full the method by which the magnitude and dir-
ection of the principal strains were calculated. Longitudinal
strain (&, ), transverse strain (&,,) and shear strain (g, ) were
calculated, where x is the flow direction, which is north, and y
is cross-flow direction increasing to the east. Vertical strain
(€22) was calculated, assuming incompressibility of ice (the
vertical dimension, z, is measured in ma.s.l). Strain rates
were obtained by dividing the strains by the time period
between surveys.

Force-budget analysis

The area of the glacier covered by the strain triangle network

12

was divided into an array of 12 overlapping “blocks” (Fig. 3).
Horizontal dimensions of each block were about 0.8—1.5 block
thicknesses (block thicknesses were taken as the mean ice
thickness across the horizontal area of each block). Ice thick-
nesses were calculated from the map of bed topography
derived from radar measurements carried out by Sharp and
others (1993; Fig. ) and from surface elevations measured at
each stake position. Stress was calculated from measured sur-
face strain rate and multiplied by the respective area of each
side of each block to estimate the longitudinal forces on the
up- and down-glacier ends of the blocks and shear forces on
their sides. Subtracting the driving force for each block leaves
the resistive basal drag as a residual. The full force-budget
equations are given in Appendix II.

This approach is the plug- or block-flow approach used by
Whillans and others (1989) along Byrd Station Strain Network,
Antarctica, by Hooke and others (1989) at Storglacidren, by
Van der Veen and Whillans (1993) at Columbia Glacier, and
by Iken and Truffer (1997) at Findelengletscher, Switzerland.
In this model there is no downward stepping involved, con-
trary to the full force-budget technique derived by Van der
Veen and Whillans (1989) which starts at the surface and
calculates velocities and stresses at depth. By its simplicity it
avoids the problems with mathematical or numerical instabil-
ities often encountered in inverse calculations (Blatter, 1995).

The model assumes depth-independent strain rates. This
is a significant limitation to the application of this model
over small horizontal scales, 1.e. of the order of ice thickness.
Balise and Raymond’s (1985) viscous linear flow model sug-

Rixxd calculated from strain-rates measurements from triangles 1, 2 and 3

Rxyw
calculated from
strain-rate measurements
from triangles 1 and %

Lo

Rxye
calculated from
strain-rate measurements
from triangles 3 and 11

Fig. 3. (a) Lllustration of how strain-rate measurements are

combined to calculate the different resistive forces acting on a
Jorce-budget block (e.g. block 1). (b) Layout of the 12 overlap-
ping force-budget blocks within the stake network.
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gested that at length scales of less than about five ice thick-
nesses, strain rates do vary with depth and that complex
variations in stress can cause surface motion to appear quite
different to that at depth. They, and others (e.g. Blatter, 1995;
Lliboutry, 1995), have therefore suggested that force-budget
models which make this assumption may be of limited use.
However, to determine whether spatial variations in basal
drag are controlled by subglacial hydrology, it is essential
to apply the force-budget method across the horizontal scale
at which spatial variations in subglacial drainage conditions
can be identified. This is of the order of one ice thickness at
Haut Glacier d’Arolla (Hubbard and others, 1995; Gordon
and others, 1998). Force-budget blocks of this scale were
therefore used in our analysis. Recognizing the method’s
limitations over blocks of this scale, and to avoid over-
interpretation of the data, spatial variations in basal drag
were considered significant only when the pattern of vari-
ation was consistent over several adjacent blocks. To ensure
that calculated spatial patterns of basal drag are not purely
an artefact of the scale and spacing of the force-budget
blocks, the force-budget analysis across the entire study area
was repeated for four larger blocks, each with a length scale
of 2—3 ice thicknesses. The spatial pattern of basal drag cal-
culated from the smaller blocks was only considered signifi-
cant if consistent with the pattern across the larger blocks.
In addition, no significance is attached to the absolute values
of the resistive forces determined, since these depend very
much on the values of the flow-law parameters used in the
calculations. In the light of the above caveats, it is expected
that this method will provide an indicator of spatial and
temporal changes in basal drag across the glacier tongue.

RESULTS

Temporal variation in surface velocity, 1994 melt
season

Daily and 5 day average glacier surface velocities in the dir-
ection of glacier flow (v,) at three stakes during the 1994
melt season are shown in Figure 4. The main feature of these
records is a major increase in velocity at all stakes between
Julian day (JD) 173 and JD179 (22 and 28 June) which we
term a “spring event”. Increased surface motion coincided
with a period of rapidly rising discharge in the proglacial
stream, @y, between JD173 and JD178 (Fig. 5a), which was
a consequence of high air temperatures (particularly over-
night), T, and sustained rainfall, Ppt (Fig. 5b and c). These
coincided with a strong f6hn wind and created the first large
increase in water inputs to the glacier during the 1994 melt
season. After about JDI180, surface velocity was not well cor-
related with @y or T'. Although motion increased across the
whole glacier tongue during the spring event, there were
large variations in the degree to which velocity changed
along both transverse and longitudinal profiles.

Observed features of spatial patterns of glacier
motion

Spatial patterns of glacier surface velocity, strain rates and
force-budget components were calculated for multi-day
periods immediately preceding (JD169-173), during
(JD173—-179) and after (JD179-185) the 1994 spring event
(Figs 6-8). The time periods chosen are the longest into
which the motion data can be divided while still defining

hydrologically distinct periods. Errors associated with strain-
rate and force-budget results are quite large (Appendix II,
Tables 3 and 4). They would be reduced if calculations were
performed for longer periods, but it would then be impossi-
ble to investigate the changes in strain-rate fields and force
budget that occurred during the motion event. The main
features of the spatial patterns of glacier motion for these
three periods are now summarized.

Before the spring event ( fDI169—175)

(a) Low surface velocity across the entire study area (Fig. 6a);

(b) generally higher surface velocity east of the glacier
centre line (i.e. east of approximately 606600 E) than
towards the west (Iig. 6a);

(c) lowest velocity towards the western margin and extend-
ing towards the glacier centre, creating a band of longi-
tudinal compression across the study area (Fig. 7a);

(d) steady downwards surface displacement across the en-
tire study area (Fig. 9);

(e) high basal drag below the down-glacier blocks (centred
around 91800 N), associated with the fact that ice flow
in this area was driven by the push (and pull) from
slightly faster-moving ice up- (and down-)glacier as
well as by the local driving stress (Figs 8a and 6a).

During the spring event ( JDI175-179)

(a) High, but temporally and spatially variable, surface
longitudinal velocity across most of the study area, with
higher velocity predominantly to the east of the glacier
centre (I1g. 6b);

=

surface uplift of the glacier during the period of glacier
acceleration from JD173 to JD175, initiating in the region
to the east of the glacier centre (where surface longi-
tudinal velocity was greatest) and propagating down-
glacier and west across the entire study area (Fig. 9);

(c) widespread surface lowering during the period of glacier
deceleration from JD175 to JD179 (Fig. 9);

(d) a pattern of longitudinal extension up-glacier turning
to longitudinal compression down-glacier across the
eastern half of the study area (Fig. 7b);

(e) the removal of all areas of very high basal drag (Fig. 8b);

(f) lowest basal drag below the most easterly force budget
blocks and below the most westerly, down-glacier block
(Fig. 8Db).

After the spring event ( 7DI179—185)
(a) The complete disappearance of areas of fast-flowing ice
(Fig. 6¢);

(b) the establishment of an area of very low horizontal
motion in the upper eastern area where surface velocity
was highest during the spring event (Fig. 6¢);

(c) avery rapid surface lowering of the glacier in this upper
eastern area of very low horizontal motion immediately
after the spring event terminated between JDI79 and
JDI180 (Fig. 9; cf. Fig. 4a);

(d) the establishment of very high basal drag in the upper
eastern area of low horizontal motion and rapid down-
wards displacement (Fig. 8c);
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(e) more gradual surface lowering after the spring event
across areas further to the west and down-glacier (Fig. 9);

(f) the persistence of low basal drag across the rest of the
stake network where surface lowering is more gradual

(Fig. 8c).

INTERPRETATION OF SPATIAL PATTERNS

Although subglacial hydrological conditions were not meas-
ured during the 1994 spring event, PDAs tend to form in
approximately the same location each year (Gordon, 1996)
and evolve each summer from distributed to channelized
drainage axes as the snowline migrates up-glacier. These
same conditions are therefore also likely to have applied
during the 1994 melt season.

Within the study area there appears to be an association
between patterns of motion and the configuration of the sub-
glacial drainage system (cf. Fig. 2 and Figs 6-9). The eastern
PDA is fed by moulins located just up-glacier of the stake

14

network (cf. Fig. 1 and Fig. 2). The area of the eastern PDA
immediately down-glacier from these moulins is character-
ized by the largest changes in longitudinal velocity, vertical
velocity, longitudinal strain rates and basal drag. The hori-
zontal scale of the basal-drag changes in this area is of the
same order as the ice thickness and so may be subject to the
limitations in interpretation discussed earlier. However, the
values of the magnitude of the ratio of basal drag to driving
stress (BD/DS) across the four larger force-budget blocks
describe essentially the same temporal and spatial pattern
as observed over the smaller blocks (cf. Table 1 and Fig. 8).
This result increases our confidence in the spatial pattern of
basal drag as calculated across the smaller blocks.

These observations suggest that the spatial configuration
of the subglacial drainage system may have had a strong
influence on the spatial and temporal patterns of glacier
motion during and immediately after the spring event. On
the basis of these observations the evolution and termination
of the spring event is interpreted as follows.

The spring event occurred at a time when the entire glacier
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was snow-covered. Beyond 700 m up-glacier from the glacier
snout, conduits formed during the previous melt season will
close by ice deformation during the winter (Nienow and
others, 1998). The entire study area would therefore be under-

lain by a distributed subglacial drainage system at the start of

each melt season (Richards and others, 1996; Nienow and
others, 1998). A combination of high air temperature (par-
ticularly overnight) followed by very high rainfall caused
high rates of snowmelt input to the subglacial drainage
system via moulins and crevasses. Theory suggests that
increased discharge through a distributed drainage system
causes increased subglacial water pressures (Walder, 1986;
Kamb, 1987). Therefore, the spring event most likely
involved increased rates of basal motion promoted by high
subglacial water pressures. The area of the eastern PDA

Table 1. Four-block force budget ( BD/DS). Blocks 1—4 repre-
sent the following sectors of the study area, respectively: down-
glacier western, down-glacier eastern, up-glacier western and
up-glacier eastern

Block 1 Block 2 Block 3 Block 4
JDI169-173 1.66 143 0.7 04
JD173-179 045 0.8 114 0.61
JD179-185 0.52 0.83 0.81 1.93

immediately down-glacier from the set of moulins at approxi-
mately 606680 E, 91450 N (Fig. 1) 1s likely to have received the
greatest increase in meltwater inputs within the study area. A
rapid increase in subglacial water pressures in this area may
have led to bed separation. A detailed analysis of vertical
motion during the spring event (D. Mair and others, unpub-
lished information) suggests that vertical strain cannot
account for the observed surface uplift. Propagation of sur-
face uplift from this upper eastern area to the rest of the study
area may be evidence of propagation of bed separation.
Widespread bed separation is likely to have been responsible
for removing localized areas of high basal drag during the
spring event. Surface velocity patterns suggest that basal
motion was probably greatest along the eastern PDA. Peak
horizontal velocity and highest surface uplift were attained
about 3 days before peak discharge in the proglacial stream
(1.e. onJDI75 as opposed to JDI178).

Although the subglacial drainage system remained pres-
surized throughout the spring event, it may have become
more hydraulically efficient over the last 3 days of the event
so that higher meltwater discharges were accommodated at
slightly lower pressures. This may have occurred as bed
separation (due to high subglacial water pressures) and
frictional melting of basal ice (due to high water discharges)
combined to enlarge water-filled cavities between the bed
and the glacier. Such a process may have been the first stage
of incipient subglacial channel development. In addition,
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Fig. 6. Surface longitudinal velocities (cmd ). (a) FDI69—
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the propagation of the zone of bed separation beyond the
study area may have allowed water originally stored within
the study area to drain to newly separated areas further
down-glacier, thus allowing water pressure within the study
area to decrease.

At the end of the spring event both air temperature and
rainfall dropped. This is likely to have caused a rapid reduc-
tion in water inputs to the subglacial drainage system, caus-
ing water pressures to drop rapidly. The most rapid drop in
surface longitudinal velocity and most rapid surface lower-
ing were recorded in the upper eastern area where surface
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velocity and surface uplift were greatest during the event.
This suggests that subglacial water pressure fell most rapidly
in this area, indicating that stored water was able to drain
away most rapidly along the eastern PDA. This 1s most
likely to have occurred if the enlargement of basal cavities
during the event was greatest along the eastern PDA, par-
ticularly in the area immediately down-glacier from the
moulins. The creation of very high basal drag in this area
immediately after the event may be a direct consequence of
such a rapid drop in water pressure.

Across the rest of the glacier tongue, the reduction in sur-
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face horizontal motion and surface lowering after the spring
event were more gradual, and low basal drag persisted for
longer. This suggests that the reduction in subglacial water
pressures in these areas was less rapid. This is consistent with
the suggestion made above that rates of cavity enlargement
during the event may have been lower in these areas than
along the eastern PDA. The subglacial drainage system in
these areas may have remained more hydraulically inefficient
than along the eastern PDA. Water would have been stored in
the drainage system for longer, and would have taken longer
to drain away. Thus, lowering of the glacier back onto its bed
was more gradual. During this period, areas of low drag did
not lead to localized areas of high surface velocities since
glacier motion was restrained by high longitudinal resistive
forces (cf. Figs 8c and 7¢). The implications of this result are
discussed further in the following section.

Thus, the termination of the spring event may have been
due to (1) a reduction in water input to the subglacial drain-

age system (external mechanism), andjor (2) a restructuring
of the subglacial drainage system (internal mechanism). The
lack of correlation between surface velocity and Qy immedi-
ately after the spring event when air temperatures were espe-
cially high (JDI80-185) may indicate that renewed high
discharges did not lead to widespread areas of high subglacial
water pressure. This would be expected if the drainage system
had become more hydraulically efficient after the spring
event as a result of cavity enlargement during the spring
event. Thus internal mechanisms may be more important
than external ones in causing spring-event termination.
Direct measurement of subglacial water pressures and
detailed measurements of surface motion throughout a
spring event are required to resolve this issue.

DISCUSSION

The spatial patterns of basal drag during and after the
spring event strongly suggest that variations in subglacial
hydrology along the eastern PDA can create areas of low
and high basal drag. A localized, hydrologically induced
reduction (increase) in basal drag increases (reduces) it in
surrounding areas. Force-budget considerations mean that
areas of high drag must have been located outside of the
study area during the spring event. The results presented
here are therefore consistent with the conclusions of Fischer
and others (1999), who suggested that a glacier bed may be
considered as a spatially and temporally variable array of
sticky and slippery spots which can be created and
destroyed by changes in subglacial hydrology.

The relationship between changes in patterns of basal
drag and glacier motion is not straightforward. There is no
clear local relationship between basal drag and glacier
motion at the horizontal scale of about one ice thickness
(the scale of an individual force-budget block) because of
coupling to surrounding areas. This result is consistent with
the conclusions of theoretical studies (Balise and Raymond,
1985; Kamb and Echelmeyer, 1986). The large acceleration
in glacier motion that occurred across the entire study area
was due to both the creation of an area of unusually low basal
drag and the removal of areas of high basal drag in sur-
rounding areas. As mentioned above, areas of high drag
would still have existed, but these must have been located
in areas far enough away from the study area that their
restraining influence on glacier motion in the study area
was low and could not prevent widespread glacier accelera-
tion. This suggests that enhanced glacier motion across the
study area was dependent upon a change in the spatial distri-
bution of areas of high drag across the glacier. Considering
the horizontal scale of the study area, it appears that sticky
spots must be removed from areas of the bed with length
scales of the order of at least four ice thicknesses before a
high-velocity event can occur.

CONCLUSIONS

Despite important limitations, inverse force-budget analysis
has been applied with some success to identify spatial and
temporal changes in basal forcing beneath the tongue of a
temperate valley glacier. During a spring high-velocity event,
areas of low basal drag corresponded with areas of (1) highest
surface velocity, (2) highest surface uplift and (3) preferred
subglacial drainage. After the spring event, the area of high-
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est basal drag corresponded with an area of (1) anomalously
low surface velocities and (2) high surface lowering. No clear
relationship between basal drag and glacier motion is appar-
ent over length scales of about one ice thickness. Results
suggest that a spring event can occur only when changes in
subglacial hydrology can remove sticky spots from areas with
length scales of the order of four ice thicknesses.

The results of this study highlight the importance of
determining spatial as well as temporal variations in sub-
glacial hydrology and glacier motion in order to better under-
stand the relationship between the two. The ideas presented
are qualitatively similar to those discussed by other authors
(Balise and Raymond, 1985; Iken and Truffer, 1997; Fischer
and others, 1999). Local variations in glacier motion cannot
simply be explained as a response to local variations in sub-
glacial hydrology. Attempts to derive glacier flow models
which assume that glacier motion at a point is a function of
locally defined variables are of limited use in understanding
the relationships between basal conditions and glacier
motion. Only by a close combination of fieldwork and model-
ling can progress be made towards understanding what con-
trols patterns of basal drag beneath glaciers and how this
influences three-dimensional patterns of stress and velocity
fields via longitudinal and transverse coupling.
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APPENDIX I
ERROR ANALYSIS

For each survey, each velocity stake was surveyed at least
twice from each of the two survey stations. The z, y and 2
coordinates for each stake were taken as the mean of the
values calculated from all the repeat surveys. The error asso-
ciated with each coordinate was calculated as the standard
deviation of this mean value. No additional instrument
errors were included in calculations since these were signifi-
cantly smaller than the measurement errors. Table 2 shows
the mean error and the standard deviation of the mean error
of the z, y and z coordinates for all stakes for all surveys.

The longitudinal velocity (v,) errors (inmd ) were cal-
culated from

(Vzcoerr1? + zcoerr2?)
t
where zverr is the v, error, zcoerrl, 2 are the x coordinate

(AL1)

TVerr —

errors at surveys | and 2, respectively, and ¢ 1s the time in

Table 2. Average melt-season survey errors

days between the two surveys; errors in y and z velocities
are calculated similarly.

The errors in the strain rates stem from the measure-
ment errors for coordinates of all three corners of each strain
triangle for two consecutive surveys, and were calculated in
two stages.

(I) A Monte Carlo simulation method was adopted where-
by every z and y coordinate for every stake in each sur-
vey was considered to be the mean of a normal
distribution of potential values for the coordinate, and
the error of each coordinate was considered to represent
the standard deviation of this normal distribution. This
procedure assumes that if each stake had been surveyed
far more often than it was, during each survey, then the
standard deviation would be the same as for the actual
four measurements upon which the error calculation is
based. A hypothetical normal distribution of 100 values
within 2.5 standard deviations of the mean (about 98%
of all potential values) was then constructed for every x
and y coordinate.

(2) Strain-rate calculations were repeated 100 times for the
entire strain network. Each time a different set of values
was selected randomly from the hypothetical normal
distributions for every x and ¥y coordinate. The output
from all 100 runs was stored. The final values of the out-
put data were therefore calculated as the mean of 100
values. The errors associated with the data were taken
as the standard deviations about the mean of these 100
values. The mean strain rates calculated by this method
corresponded to those calculated from a single run
using the mean values of the x and y coordinates. This
procedure was considered to give a good estimation of
the error in the strain-rate values. Table 3 shows the
values of the average error and standard deviation of
the average errors for all strain rates calculated.

The same method was used for calculating the propaga-
tion of error to the calculation of the components of the
force budget. Table 4 shows the values of the average error
and standard deviation of the average errors for all force-
budget components calculated.

Table 3. Average strain-rate errors

Strain rate Average error Std dev. error

1 1

a a
- 0.021 0.0058
Eyy 0.015 0.012
és 0.028 0.013
€ny 0.019 0.006

Table 4. Average force-budget component errors

Coordinate Average error Std dev. error Force-budget component Average error Std dev. error
mm mm bar m? bar m?
T 17.5 11.4 Ry 0.35 0.21
84 7.5 R,y 0.22 0.15
z 114 6.9 Tha 0.44 0.29
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Accounting for missing coordinate data

The calculation of surface strain rates across the strain tri-
angles requires a full set of - and y-coordinate data for all
motion stakes for each of the two consecutive surveys.
During some time periods, however, there were stakes for
which coordinate data were not available for two consecu-
tive surveys. Since the loss of one stake’s continuous coordi-
nate data can cause the loss of up to six strain triangles of
strain-rate data, missing points were replaced with inter-
polated coordinate data. The method for determining coor-
dinate data for “missing stakes” was as follows.

20 m x 20 m grids of surface = and y velocities were con-
structed across the entire area of the stake network using
measured stake velocity data using the kriging interpolation
routine of the program “Surfer” (Golden Software Inc).
Interpolated velocities for those points on the grid closest
to the positions of missing stakes were recorded. Inter-
polated x and y coordinates were determined from these
velocity values and from the coordinates at the start or end
of the survey period, and used to calculate surface strain
rates across all the strain triangles. For the time periods dis-
cussed 1n this paper the number of “missing stakes” was as
follows: JD169-173, five; JD173—179, two; JD179-185, two.

APPENDIX II
FORCE-BUDGET EQUATIONS

Assuming that the upper boundary conditions of each of the
hypothetical blocks of the glacier are a stress-free surface,
then, after some manipulation (derived in full by Van der
Veen and Whillans, 1989), the equations for the horizontal
components of the force balance can be simplified to

h
0 0
b

h h
9] 0
—/ R,,dz+ —/ Ry dz+ 14y — 1y =0, (A2.2)

ox o

b b
where b is the elevation of the glacier bed, 7,;(i = x,y) is the
basal drag, including all basal resistances, and the driving
stress 1s calculated from

oh
Tai = —pg(h — b) r (A2.3)

A constitutive relationship between stresses and strain
rates must be invoked to relate these stresses to observable
strain rates. Constitutive relations generally link strain rates
to deviatoric stresses rather than to full stresses or resistive
stresses. Deviatoric stresses (0y;') are defined as full stresses
minus the average normal stress

- 61,7(0'1:1: + Oy + GZZ)
3 .

Resistive stresses (Van der Veen and Whillans, 1989) can be
expressed in terms of deviatoric stresses

(A2.4)

!/ !
R.mc = 20—2:1: + Oyy

/
Rey = 0wy -

(A2.5)

The constitutive relation used is that defined by Glen (1955)
and Nye (1957) and reads

O'Z']'l = Béel/(n_l)éij 5 (A26)

where B is the inverse flow-law parameter. The effective
strain rate, €, is calculated from

1
.2 . 2, 22 -2 .2
Ee = § (Ezz + Eyy + &, ) + Exy
and describes the overall deformation rate and affects the
relation between stress and strain rate such that an individual
stress component acting by itself will produce a smaller strain

than it would in the presence of other stresses.

(A2.7)

Assuming no depth variation in strain rates, resistive
stresses can therefore be calculated from the measured sur-
face strain rates using

Ry = Be0M(22,, + )

A2.8
R,y = Be,'V/me,, . (A28)

The balance of forces, F, acting on the vertical face of a
column through each force-budget block, with a basal area
of 1m? in the direction of the x axis can be expressed as
(HuRJ:zu - HdRzJLd) + (Hleyw - HeRl‘ye)

Az Ay
+ Tde — Toe = 0,

F, =

(A2.9)

where H = h — b, Az and Ay are the average horizontal
dimensions of each block and the subscripts y, 4, w and  refer
to the up-glacier, down-glacier, west and east sides of the
block, respectively.
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